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1 Contents

— This Is the story of how we got here
— Formal Methods + Attestation ....
— ....what’s the BIGGER picture

0000000000000000



1 History

— UML Semantics

- UML for Telecommunications

- HW/SW Co-design

- B - Bluespec - SystemVerilog - FPGA/ASIC

— Graph DB/Semantic Web systems

- Alloy - "Python”
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1 History

— Basically | spent all my time integrating systems
— "Verticals applications”
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1 Attesting Telcosystems

Is it trusted?

YES/NO €—— 5

|dentity and integrity of a
device/container/system

Attestable, Trustable, Trustworthy, Trusted
Integration of attestation into a system
Establishment of trustworthiness (and
whatever that means!)

NOT, about TPM (just one component in
the confidential computing concept)
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ttesting Telcosystems

Is it trusted?

result!

YES/NO €«— 3
Decision algorithms get more complex
[Attestation] Policy languages

~/python/AttestationEngine-0.11.0/apps/attdsl2/examplescripts & cat a2.att

template testx86
attest
SRTM-SHA1,{}
L

1]

gifirmware <- tpm2rules/TPM2FirmwareVersion, {}

CheckCredentials,{},copycredentials

Ll
1]

decision
!gifirmware ~ id~/python/AttestationEngine-0.11.0/apps/attdsl2/examplescripts
~/python/AttestationEngine-0.11.0/apps/attds12/examplescripts § cat a2.eva

id <- tpm2rules/TPM2CredentialVerify ,{}

A

| have a good story about this....
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1 Attesting Telcosystems

lﬁ > il
n— > = ._ Distributed vs Parallel

—_— * Not load balancing
IESINO" 4 S Attestation Server communication protocols
o Consistency

5, 6 o, s B Consistency (via database)
“%Hg“;% L i Consensus (blockchain?)

YES/NO g—=_ T N Edge, Far-Edge, Remote Devices & latency
- cf: railways
* UDP and unreliable transport
» failure to attest != failure of attestation

N 2
9@ = Is it trusted? -
A _’ -._>._ - quote? I

quote!

YES/INO 4— s A
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1 A common question...

— Where does PCRO come from?
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1 A common question...

— Where does PCRO come from?

Run-Time

Boot
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1 A common question...

— Where does PCRO come from?

Supply-Chain Run-Time

< Boot
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\l/

1 A common question...

— Where does PCRO come from?
— And, do you actually know 1t?

Supply-Chain

Run-Time

< Boot
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1 Not just TPMs

— Containers too...Kubernetes....yay!
— Lifecycle: start, stop, migrate etc...

— Process calculi, Model checking (eg: Alloy)

Build Environment

4

Application Code
and Dockerfile

Attestation
Server
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Container
Image

Container
Image
Signature

Container
Registry

Transparency
Log

Content Store

Image contents
index

manifest
config
| digest

reflerences

Signature
Verification :
Result content layer 2

- content layer 1

content layer 0

- OCl image and its content

- OCl image content blobs

must maich the

| digestofthatop | [ references refen
: committed snapshot | as parent as paren

* applied from

' applied tram

‘ Snapshots

Active Active
snapshot = | snapshot

snapshot 2
diff 2
2 parent
snapshot 1
diff 1
relerances
as parent

[
upactom snapshot 0

mmitted snapshot

- active snapshot
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1 Adjectives

VNFs, VM Images, Containers, Clouds, Core, Edge, MEC, loT, Sensofs

Attestable? Trustable?
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1 Adjectives...trustable to trusted?

Belief logics
Modality and agency
Many worlds, probability, superposition, dirac notation and quantum trust....

Or...is the famous cat trusted before you open the box? And if it isn’t, so what?
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Elements to Results

attest

- TMRESLUTE
Element —————— Measurement

y Cllaim
.-"'-.-T
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verify
—  Result

|

Trusted Element ——— 1

|
!

Element -- » Decision
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1 What attestable things?
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1 Typical 5G Core Trust Requirements

- Container Image

- Container Instances

- Machine(s) with TPM

- Kubernetes Cluster ( workload management )

- Kubernetes Management and Orchestration

- SGX, TDX, CCA, Bare Metal, TrustZone

- Enclaved processes / containers

- Network Connections ( attested TLS, in and out of enclaves)
- Distributed elements: gNB --

- Cients ( SIM,eSIM devices, apps: Android etc )

- OSS/BSS, Customer Networks, MVNOSs, Breakout etc.
- Confidentiality Requirements (shared gNB in ORAN)

More to say about this later.....ORAN and the Grand Challenge
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1 Attesting things with Jane (and Tarzan)

External Logs

tast]

mongedhy//192.168.1.203:27017
Verifiedar
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1 Attesting things with Jane

10/09/2024

Footer

UEFVIMAILMITTXT

Protocol Layer
eg: Netconf/Yang, HTTP, Keylime etc

Decision System

Policy DSL

Orchestration ORAN-SMO,

K8SIK3S

Response
Analysis (RCA)

Forensics

(and Tarzan
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Igital Forensics

el Infermation
0 Rew = for (e (pm2rules/TPM2QuoteStandard vty and clam 4171 15841640 Ir-a 'S 160 2860

Rebootpowensytie toant n now 30, v §19

shad36.9  DeiT?1300F C20FPRARGIAT 0 M AL AP RA S0 313 185

b sl vkl o ol LR Erulea/ TN UORESLE AlardVaiily aid (Laim Mafadds-A7md-47 fo-F 1S ans s s e

Footer

Firmware configuration update detected after re-attestation
PCR 1change and a UEFI eventlog diff

Firmware configuration update detected after re-attestation

PCR 1 change and a UEFI eventlog diff

LVFS did not run. No PCR1 related updates, No Lenovo updates at
that time (PCRO)

PCRO matched the correct firmware for that laptop
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1 Summary

— Story of real-world research, deployment and
experiences

— Attestable things
— Ontologies
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1 Grand Challenge

— Library of Interoperable and composable
specifications

— Abstaction of attest and trust
— Supply-chain, run-time and life-cycle specifications
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Grand Challenge: ORAN/NFV
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